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White Paper
TADLP Bandwidth Study

1. Purpose:  The purpose of this white paper isto provide an analysis of the bandwidth that
will be required for Phase Il of the TADLP.

2. Background:

a. Tota Army Distance Learning Program (TADLP). TADLP Phase Il will deliver a
system that will require communications links connecting classrooms and file servers.
The system will be used to train soldiers at their duty station instead of sending them to
aservice school. The communications links will use both existing and emerging
communications technology, and will provide standardized training to forces where
needed, when needed using multimedia technology in accordance with the TADLP
Operational Requirements Document (ORD), reference (@) (see appendix A,
References).

b. Bandwidth. To use existing networks, bandwidth must be purchased by TADLP; it is
purchased in units of Megabits per second (Mbps), a measure of the rate at which data
istransmitted. A transmission line capability is specified in Mbpsasto its ability to
transmit digital data. Classroom instructional media bandwidth requirements can be
specified in Mbps as adigital dataload. TADLP funding is limited to 3 Mbps per
classroom at a cost of $285 per Mbps of transmission bandwidth. Additionally,
installation Campus Area Networks (CAN) are limited in the amount of additional load
they can accommodate. Bandwidth limitations are an identified risk for TADLP.

c. Two types of bandwidth estimates are considered:

“Peak” Bandwidth is the instantaneous maximum bandwidth required by a TADLP
classroom. It isthe bandwidth required to guarantee no delay and no degradation in the
received data.

“Expected” Bandwidth is, for this study, the bandwidth required over agiven
timeframe for an average simultaneous mix of courseware, collaboration, simulation,
and network overhead and administrative data for a hypothetical classroom. Itisthe
bandwidth that TADLP expectsto buy.

d. Other Studies. Three additional studies were conducted prior to this study. They were
conducted by TRADOC DCSIM {reference (b)}, ISEC {reference (c)}, and TRAC
{reference (d)}, and provided estimates of expected bandwidth. None of the studies
incorporate the refined user requirements of the TADLP Issues Package { reference
(e)}. Theprior studies are reviewed and summarized in appendix B.

3. Analysis:
A summary of the analysis to determine the peak and the expected bandwidth is provided
below.

a. Peak Bandwidth. Peak Bandwidth is estimated as 36.8 Mbps per classroom. For this

estimate, the following scenario was assumed:
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(1) All 17 workstations in an active component classroom simultaneously require
Interactive Machine Instruction (IMI) courseware to provide streaming video (the
MPEGL1 standard of 1.5 Mbpsis assumed),

(2) The streaming video is received simultaneously with either VTT (H.320 at
384K bps) OR video collaboration (also at 384 Kbps).

(3) 15% network and administrative bandwidth is added to each of (1) and (2).

The scenario and calculation for Peak Bandwidth isillustrated by figure 1:

r ~

17 workstations
x 384K bpsx 1.15
=7.5Mbps
% Tele Haming [

17 workstations
x 384K bpsx 1.15
=7.5Mbps 7

17 workstations
x 1.5Mbpsx 1.15
=29.3Mbps

Figure 1. Peak Bandwidth

b. Expected Bandwidth. In this study, Expected Bandwidth, is estimated as 5 M bps per
classroom. This was determined as follows:

(1) Using the requirements of the ORD, the five functions that will be used to deliver
training in support of a distance learning classroom were determined (see Appendix C
for additional detail regarding the functions):

() Courseware

(b) Collaboration

(c) Simulation

(d) Administration and Network Overhead
(e) VTT

The content of these five functions can be broken down into four mediatypes. text, VTT,
images, and streaming video. Expected Bandwidth is defined in terms of the data load imposed
by the average use of the mediatypes.
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(2) The percentages of the four media types were Streaming
determined using the first 35 courses developed
for the TADLP. Media Content Percentages VT
are weighted by course hours. Figure 2. 19.9%
Shows mediatype usage expressed as
a percentage. Text
57.7%
Of the four media types that make up Images

the courseware, VTT has adedicated 14.3%
communications link and so is not part
of the Expected Bandwidth estimate.

Figure 2. Media Content Percentages
See Appendix D for additional detail and a spreadsheet for this calculation.

(3) The bandwidth contributions of the media types (text, images and streaming video)
were calculated using:

media bandwidth contribution = (mediacontent percentage) x (mediabandwidth).

(4) The media bandwidth contributions were then summed to provide the total
bandwidth, and 15% of the streaming video and still picture media bandwidth contributions
were added to account for Network and Administrative Overhead.

The results are shown in table 1:

Table 1. Expected Bandwidth
Media Contribution

Type Media Media to Bandwidth
Media Bandwidth  x Percentage = (per Classroom)
(as adecimal fraction)

Text 0.056 Mbps (x 0.58 =) 0.550 Mbps
Images 0.8  Mbps (x0.14 =) 1.941 Mbps
Streaming Video 1.5 Mbps (x 0.08 =) 2.074 Mbps
“Admin/Network Overhead” @ 15% of stills and video 0.602 Mbps

total 5.167 Mbps

(15 Mbps

See appendix E for additional detail and a spreadsheet for this calculation.
c. Results Of Other Studies.

(1) Other studies were conducted by TRADOC DCSIM, TRAC, and ISEC. Theresultsare

shown in table 2;
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Table 2. Results of Other Studies.

Who Workstations per | Classrooms | Workstations | Expected Bandwidth
Site per Site per Classroom | per Classroom (Mbps)
DSCIM 48 3 16 4.56
TRAC 48 3 16 4.56
ISEC —Avg. 51 3 17 2.75
(2) All of the above studies:

3

(a) consider mediatypes, and media content percentages
(b) determine and sum media contribution to bandwidth
(c) calculate only expected bandwidth

(d) did not calculate peak bandwidth

Differences between this study and the other studies are as follows:

(@) DCSIM study { Reference (b)}:

(1) does not include network and administrative overhead (which was @ 0.5 Mbps)

(2) assumes dlightly different values for the media percentages (an analysis of
percentage of each mediatype in the courseware was not available when the
study was done)

(3) assumes that only 90% of the workstations will bein use at agiven time

(4) uses 16 instead of 17 workstations per classroom

(b) TRAC study { Reference (c)}:

(1) does not include network and administrative overhead (which was @ 0.5 Mbps)
(2) assumes different values for the media percentages (an analysis of percentage of

each mediatype in the courseware was not available when the study was done)
(3) isderived from sketchy information as to how data was cal cul ated.
(4) Uses 16 instead of 17 workstations per classroom

(c) ISEC study { Reference (d)} :

(1) includes network and administrative overhead at 3% (which is not supported by
the TADLP Telecommunications Plan, Reference (f).

(2) may assume different values for the media percentages (they were not stated)

(3) used constructed messages in the simulation which may have differed from the
actual construction of the data that they represent.

(4) is derived from sketchy information as to how data was calculated

(5) did not define “average” use

(6) isbased on a specific architecture
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4. Conclusions.

a. The TADLP study results are compared with other studiesin table 3:

Who Workstations | Expected Bandwidth
per Classroom | per Classroom (Mbps)

TADLP 17 512

DSCIM 16 4.56

TRAC 16 4.56

ISEC — Avg. 17 2.75

Table 3. Study Comparison.

b. The statistics for the data shown in table 3 are asfollows: Avg. of studies = 4.23 Mbps,
Mode = 4.56; Median = 4.56; Standard Deviation = 1.01. Using two standard
deviations and assuming a normal distribution, for the probable range of Expected
Bandwidth, it can be predicted with 95% certainty that Expected Bandwidth will be
within the range of 3 to 7 Mbps.

c. Analysisof the courseware content, by mediatype, isavalid method of predicting
required bandwidth. The results of the TADLP study compare favorably with other
studies, especialy when differences in methodology and values used are considered.

d. The Expected Bandwidth required for asingle TADLP classroom is approximately 5
Mbps (other studies used the term “average” bandwidth). Peak and Expected
Bandwidth are measured at the connection between the TADLP LAN and the outside
world (CAN/WAN) and are affected most by:

(1) the number of workstationsin use,

(2) the location of the courseware relative to the connection between the LAN and
the WAN,

(3) the amount of Network and Administrative overhead,

(4) the percentages and bandwidths of each type of media used in the courseware.

e. TADLP Bandwidth estimates are affected by assumptions, such as the number of
workstations, and architecture. For example, if the courseware is resident on the
classroom LAN, there is no need to download it through the CAN or WAN; in this
case, courseware downloading does not add to the Expected Bandwidth.

This study assumes:

(1) 100% of 17 workstations per classroom arein use,

(2) the courseware is not hosted on a classroom LAN server,

(3) overhead is 15% of MPEG1 video and still picture bandwidth

(4) the Courseware Media Content Percentages derived for thefirst 35
TADLP courses are representative of the rest of the courses.

(5) till picture bandwidth is 800 Kbps
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f. A Peak Bandwidth requirement of 36.8 Mbps per classroom may degrade services on
the CAN and WAN to which a classroom is connected.

5. Recommendations:

M easures must be taken to reduce the risk that alarge Peak Bandwidth will pose to the
CAN/WAN. Measures must also be taken to reduce Expected Bandwidth to within that
funded for TADLP.
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1.0 DCSIM Study: The following is an interpretation of the DCSIM Study.

1.1 Method:

The DCSIM study { Reference (b)} used “worst”, “best” and “expected” values for
various factors for TADLP requirements. It estimated expected bandwidth for
“incoming” classroom support, and assumed a courseware server at a place outside
the LAN. It also estimated “outgoing” bandwidth for the server. DCSIM indicated
an intention to proceed using the “expected” values, shown in boldfacein figure 1.

1.2 Assumptions. The assumptions below are from the expected case spreadsheet in

reference (b):

121 MPEGI a 1.5 Mb/s

1.2.2 Evendistribution of requirements (probably not valid)

1.2.3 VTT at 384 kb/s. (H.320)

1.2.4 Other factors as stated (see also figure 1. for the values used):

1241

1242

1243

1244

1.245

1246

Usage Factor: That fraction of the workstations which, on average,
are occupied.

Intra-post factor: That fraction of traffic which goes to the local
DTAC. (Showninfigure 1., but does not apply to a classroom)
Streamed Video Factor: The fraction of total courseware which is
to be streamed video.

Advance Notice factor: The proportion of the streamed video
which can be scheduled (downloaded) in advance.

Multi-Cast factor: That fraction of the total requirement which can
be reduced by multi-casting.

VTT factor: The fraction of total courseware whichisto be VTT.
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1.3 Equation: The equation for Expected Bandwidth is derived using figure 1.:

B7 * C?*\D?Y?Y * GR* (1-H7)* (1-17) + J7 * K7} = Expected Bandwidth
A \ B \_C \.D )‘E\4 F G H i 4 A L
« « MPEG |Streamed | Advance | Multi- Bandwidth
Facility Usage |Intra-post Rate Video Notice Cast VTT Rate VTT required
5 Type Fac/Inst WS/Fac Factor Factor (Mb/s) Factor Factor Factor (Mb/s) Factor (Mb/s)
6
7 |DL CR [ 16 09 ) 0 1.5 0.2 0.2 0 0.384 0.2 13.68576
10 f_/ v A 4 A
Workstations L ;
in use per site Fraction of the
Fraction of courseware that
courseware isVTT
Fraction of the which can be ;
courseware that is downloaded Fradctlon of .
streamed video in advance students working
synchronously
Figure 1. 1% DCSIM Study (expected values)
1.4 Results:

The DCSIM study estimated an expected bandwidth of 13.69 Mbps per site for the
total of computer and VTT bandwidth for a site containing three classrooms of 16
workstations per classroom. This equates to about 4.56 Mbps per classroom.

2.0 TRAC conducted TRADOC Network Requirements Study (TRADOC NRS): The
following is an interpretation of the TRAC Study.

2.1 Method:

The TRAC study { Reference (c)} provides a Rough Order of Magnitude estimate
for VTT and CD-ROM instruction for TRADOC sites only. The authorhas

acknowledged that the results of the TRAC study are afirst cut using old data, and
should no longer be considered valid { see reference (c)} .

2.2 Assumptions:

Assumptions were not stated. Clarification was provided in an update to reference
(c) that the following factors were used:
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Nr. of % in % which will %downl oaded
workstations use use streamed video in advance
16 .9 (90%) .2 (20%) .2 (20%)

Values of 1.5 Mbps for MPEG streaming video (MPEGL rate) and 384 Kbps for
VTT (“studio VTC”) were used. The “multicast” and “intra-post” factors used in
the DCSIM study were assumed to be zero in the TRAC study.

2.3 Equation:

The exact equation used to devel op the estimated bandwidth could not be
determined from the information provided. An update to reference (c) noted that
the media bandwidth contributions were summed to provide the resuilt.

2.4 Reaults:

The Expected Bandwidth as stated in reference (c) is: “5 Mbps/site - 3 classrooms
per site” and “1.5 Mbps for CD-ROM per classroom” and “1.5 Mbpsfor VTC per
classroom”. A revised estimate was stated in an email update to reference (c) as
“4.56 (Mbps) / DL classroom

3.0 ISEC Study: The following is an interpretation of the ISEC Study.
3.1 Method:

The ISEC study { Reference (d)} estimated the Media Contributions to Bandwidth.
Thiswas used to form amodel of datatraffic, asa means of placing aload
(smulating the flow of data, e.g. courseware) on a simulated communications
circuit. 1SEC used modeling software and a specific architecture to simulate the
flow of the data traffic. The load imposed by the data traffic was observed based on
known, and assumed factors and the percent use of the communications circuit was
measured. The estimate of the Expected Bandwidth was derived from the percent
use of the communications circuit and the size of the circuit.

3.1.1 DataTraffic:

Data traffic flowing through a communications circuit in a given amount of
time was constructed by dividing the traffic into mediatypes (i.e. streaming
video, etc.), and estimating the contribution of each to the total.

3.1.2 Simulation:

To allow modeling using COMNET I11, a specific architecture including a
“large enough” communications circuit was assumed. The communications
circuit was sized for no (<10 millisecond) delay in the data traffic.

Version 1.0
Page 11 of 22



Appendix B
Results of Prior Studies

Simulation of the data traffic was conducted for both a 30 classroom site and
athree classroom site, chosen to represent extremes of the classroom site
sizes. The percent utilization of the “large enough” communications circuit
was recorded and used to provide an estimate of the Expected Bandwidth.

3.1.3 Architecture:
The simulation assumed a specific design; it isinvalid for other designs.
3.2 Assumptions:

The assumptions stated directly for the study are provided in Attachment 1. A
summation of the assumptions used by the ISEC study is provided below:

3.2.1 Data Traffic:

The equation and factors used to model the data traffic were poorly stated.

The following paragraphs represent what was stated regarding data traffic.

3.21.1 *“Average message size was calculated from data on MOA
Courseware. (Datafor some classes was not used because of
incomplete and / or inconsistent data.)”

3.21.2 *“A consistent procedure was used to calculate the total data traffic
generated during the total duration of the class for each class. Then
an average for all classes, weighted for class distance learning
duration, was calculated.”

3.2.1.3 “Traffic originates at the server(s) and terminates at the
classroom(s)”

3.2.1.4 *“Worst casetraffic will result from all workstations simultaneously
receiving MPEG1 video messages from their video server at a
frequency of no less than one message per second.”

3.2.1.5 The percentages of data traffic were considered in terms of
contributors to the total as discussed below:

3.2.1.5.1 “Videotape was taken to represent MPEG1 video.”

3.2.1.5.2 *IMI was split into 90% non traffic generating and 10%
using MPEGL1 video”

3.2.1.5.3"Video Tele- Training (VTT) data rate was 384 Kbps.”

3.2.1.5.4 “Internet access was taken to represent full time use of
the Internet at an empirically determined rate. The rate
was taken from a study of server utilization at Fort Eustis
by Neal Nelson & Associates. The average bandwidth
per hour over afour day period was 101.82 MBytes/ Hr.”

3.2.1.5.5 “Printed courseware was ignored.”

3.2.1.5.6 Network System Management (NSM) traffic is accounted
for by adding 3% of the total of all other traffic.

3.21.6 TimeLength: “Weekswere assumed to be five days, eight hours
per day.”

Version 1.0
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3.2.2 Simulation of Media Types:

“The message size for each message sent during the ssmulation run was
varied aswell asthe interval between messages to simulate data traffic flow
for the various types of media.”

3.2.3 Hardware and Architecture:

3.2.3.1 Themodel of the data assumed a central server architecture: "All
data traffic passes one way through one communications circuit.
The server(s) will be on one side of this circuit and the
workstation(s) will be on the other side.”.
3.2.3.2 Hardware was selected using the System Design Description
3.2.3.3 “Two models, one with 51 users and one with 540 users, were
assumed to accurately represent the extrema of the configurations
that will befielded.” (not valid- ignores the single classroom site)
3.2.3.4 Additiona assumptions regarding the architecture (called
“Abstractions’ in Reference c.) are, for simplification, provided in
Attachment 1. A high level summary is provided below:
3.2.3.4.1 The model was modified so that there would be no
restriction of data traffic to or from the one
communications circuit of interest.
3.2.3.4.2 Theactua datatraffic can be simulated by messages with
afreguency aslow asten per second.

3.3 Equation:

Both Data Traffic Rate and Expected Bandwidth were are discussed below. Data
Traffic Rate is the name given here to label the data rate used in the ssmulation.

3.3.1 DataTraffic Rate:

The Data Traffic Rate was used to construct the message size(s) and intervals
used for the simulation. The below equation for the data traffic rate used for
the ssimulation is derived from the description of the construction of the
message size and interval for the ssmulation.

Data Traffic Rate = (videotape rate) * (videotape duration)
(duration of al classes)

+ (VTT rate) * (VTT duration)
(duration of all classes)

+ (MPEGL1 IMI rate) * (MPEG1 IMI _duration)
(duration of all classes)
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+ (Internet rate) * (Internet duration)
(duration of all classes)

Note: non-MPEGL1 IMI datawasignored in calculating Data Traffic Rate.
3.3.2 Expected Bandwidth:

The ISEC study simulation determined that a certain size communications
circuit was used to a certain fraction of capacity; it did not directly
determine Expected Bandwidth.

The percent use of the communications circuit (determined from the
simulation) and the communications circuit size can be multiplied as a
means of to providing an estimate of the Expected Bandwidth. In actual
practice, this method will be used to determine when additional bandwidth
must be purchased. The resulting equation is:

(communications circuit size) x (percent use) = Expected Bandwidth
3.4 Results:
34.1 Sitewith 51 workstations:

The ISEC model estimated a requirement to use from 5.3% (average use) to
52.6% (heavy use) of a 155.52 Mbps (OC3) line per site for computer
bandwidth only for a site containing 51 workstations.

This equates to 8.24 to 82.4 Mbps per 51 workstation site, 2.75 to 27.5
Mbps for a 17 workstation classroom, or 0.161 to 1.613 Mbps per
workstation.

3.4.2 Site with 540 workstations;

The ISEC study estimated a requirement to use from 7% (average use) to
69.38% (heavy use) of a 1244.16 Mbps (OC24) line for bandwidth for a
server providing courseware to 540 workstations.

This equates to a bandwidth requirement of 87.1 to 871 Mbps per 540
workstation site, or 2.74 Mbpsto 27.4 Mbps for a 17 workstation classroom,
or 0.161 to 1.613 Mbps per workstation (the same per workstation as the 51
workstation model).
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4.0 Summary of Prior Studies:
4.1 Classes of Data:
All of the previous studies considered media content percentage, (e.g. for streaming
video, etc.), and sum them in terms of the media contribution to bandwidth to
provide an estimate of the Expected Bandwidth (either directly or indirectly).
4.2 Additional Factors:
Each study contributed factors for the development of a more comprehensive
Expected Bandwidth model. Each study ignores or assumes away at |east some
factors.
4.3 Assumptions:
Assumptions used in previous studies were used or modified to assist in developing
the assumptions for this study. Assumptions vary asto percentages, media
bandwidths and system architecture.
4.4 Simulation:
The ISEC use of simulation to refine the bandwidth estimate was not necessarily an
asset. The simulation did not consider the TADLP specific architecture.
4.5 Results and Comparison:
45.1 A table showing the results of the studiesis shown as Table 1:
Table 1. Results of Prior Studies
Who WS/Site | CR/Site| WS/CR Line Size Line BW/ BW/
(ISEC Use % Site CR
study) (Mbps) (Mbps)
DSCIM 48 3 16 NA NA 13.69 4.56
TRAC 48 3 16 NA NA 13.69 4.56
ISEC —Avg. 51 3 17 0OC3 5.3 8.24 2.75
ISEC — Hvy 51 3 17 OC3 52.6 824 27.5
ISEC — Avg. 540 36 15 0C12 7 87.1 2.42
ISEC — Hvy 540 36 15 0OC12 69.38 871 24.2

the Prior Study Assumptions shownin Table 2.
Version 1.0
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Table2. Prior Study Factors

Factor DCSIM TRAC ISEC
(expected case)

Workstations in use 0.9*16=14.4 0.9*16=14.4 17

1-IntraPost Factor 1 1 1(not used)

MPEGI rate 15 15 15

MPEG1 % 20% 20% 10% or 20%*

1-Advance Notice Factor 0.8 0.8 1(not used)

1- Multicast Factor 1 1 1

VTT rate 384bps 384bps 384bps

VTT % 20% 20% 100%

Videotape rate 0 0 1.5Mbps

Videotape % 0% 0% Not stated

non video streaming load 0 0 0

Internet load 0 0 226K bps (101.82MB/hr)

Network System overhead | 0% 0% 3%

* Reference c., Appendix C “Description of Calculations’ says 20%; Reference c,
“Assumptions” says 10%. It is reasonably apparent that 10% was used.

5.0 Conclusions:

5.1 All of the studies { see appendix A, references (b) through (d)} supported the idea,
either directly or indirectly, that alocal courseware server could be used to
minimize WAN bandwidth.

Version 1.0
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Attachment 1 to Appendix B
ISEC Study Assumptions

The “abstractions’ and assumptions used in the ISEC study are quoted below for reference.
No validation isimplied and none was attempted. To ease comparisons with the actual ISEC
study, an attempt to minimize any changes in formatting has been made.

1.0 Abstractions:
The following “abstractions” were used to facilitate the smulation:

- The51-user model uses some different naming conventions than the 540-user model.
The names used below are those in the 540-user version. The modifications bel ow
were made to both, except for the post switches, which were not required in the 51-
user version.

- The modd was modified so that there would be no restriction of data traffic to or
from the one communications circuit of interest. (i.e.):

= Additional video servers were added, one for each classroom.

= Each video server was given it's own 100BaseT Ethernet.

= An NSM server was used for each set of three video servers - classrooms.

= Aninfinitely fast server switch was added to combine the output of sets of three
100BaseT Ethernets, which carried the combined traffic of three video servers

and the corresponding NSM server.

= Aninfinitely fast post switch was added to combine the output of the server
switches listed in the previous sentence.

= OC-12 class lines were added to connect the server switches to the post switch
mentioned in the previous two sentences.

= Workstations were contained within classrooms. Datafor each set of three
classrooms was apportioned to the classrooms by an infinitely fast building
switch.

= OC-12 class lines were added to connect the classrooms to the building switch.

= Datafor the building switches was apportioned among them by an infinitely fast
post switch.

= OC-12 class lines were added to connect the building switches to the post switch

mentioned in the previous two sentences.
Version 1.0
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- Theactua datatraffic can be ssmulated by messages with a frequency aslow asten
per second.

Assumptions:

Data Flow:

- Theanalysisis concerned with the data traffic in one communication circuit. All data
traffic will pass one way through this communications circuit. The server(s) will be

on one side of this circuit and the workstation(s) will be on the other side.

Hardware and Architecture:

The hardware will be selected from the items called out in the System Design
Description (SDD).

- Thevideo traffic will originate at avideo server. This server will conform to the
generic specifications for servers given in the SDD.

- The NSM traffic will originate at an NSM server. This server will conform to the
generic specifications for servers given in the SDD.

- The ATM switch to which the servers are connected will be a FORE ASX-200BX,
or one with characteristics very similar to a FORE ASX-200BX. The ATM switch
to which the classroom workstations are connected will be a FORE ES3810, or one
with characteristics very similar to a FORE ES3810.

- Two models, one with 51 users and one with 540 users, accurately represent the
extrema of the configurations that will be fielded. (not valid- thisignores the single
classroom site)

Data Traffic:

- Thetraffic from the workstations that produces responses from the serversis small
enough to be ignored. Therefore, all modeled traffic originates at the server(s)
location(s) and terminates at the classroom(s).

- Itisassumed that all traffic isthe result of class activity, except for an additional 3%
of thetotal of al other traffic added for Network System Management (NSM) traffic.
The value of 3% istaken from an SBIS investigation of NSM traffic loading.

- NSM traffic can be represented by messages transmitted to random workstations
with the same basic time interval as al other traffic.
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- Averagetraffic will result from al workstations simultaneously receiving an
“average” size message at a frequency of no less than one message per second.

Worst case traffic will result from all workstations simultaneously receiving MPEG1
video messages from their video server at afrequency of no less than one message
per second.

- Average message size is calculated from data given in a spreadsheet containing data
on MOA Courseware. (Datafor some classes was not used because of incomplete
and / or inconsistent data.)

- A consistent procedure was used to calcul ate the total data traffic generated during
the total duration of the class for each class. Then an average for al classes,
weighted for class distance learning duration, was cal cul ated.
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Five Contributors to Bandwidth

Appendix C

The five functions performed in a classroom in the TADLP system that will use bandwidth are
shown at the top of figure 1, with various means of implementation shown below each. The
differencein the level of implementation for each use is an incremental increase in the amount
of bandwidth required for each function when reading from the top to the bottom of each

column.

Figure 1. Classroom Functions.

courses pulled from
central (virtual)
repository

applications

A: Courseware B:VTT C: Collaboration D: Simulation E:
Administration*
Overnight or Postal 1. TNET-like | 1. e-mail only single 1. manual —
distribution to student workstation paper/fax
Overnight or Postal 2. Computer | 2. e-mail + audio multiple 2. sneaker net
distribution to large based collaboration workstations; (stand-alone
local DTAC (holds all single terminal at DL
Courses) classroom site; needs
formal interface
agreement)
central push to large 3. email + chat room multiple 3. full integration
local DTACs workstations; with student
& classrooms admin systems
hybrid: common-use 4. email + shared full SMNET
courses at local DTAC; electronic connectivity
all others pulled from whiteboard
course warehouse
no local DTAC; all 5. email + shared

6. workstation audio /
video collaboration
(same system as
used in B2)

*Network Overhead was included with the Administration function for the purposes of this

caculation:
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Appendix D
Estimation of Expected Bandwidth

Bandwidth caloulations using coursewars media type to calculate average bandwidth
{waias front fee prior stap oF Cavriesd fovwanl 30 Dee eaT gD are Showar as boid Sl
1. First, nead to Know averages for coursewans: functional type

Covasrin Brrisakdoven do ParCand by Typee inslraction

His “ Hiw % Hiw % Hrs ] His “
Papar Pajeds  Vidoo Taps  Video Tajs e 12 ]] LA WTT Othi Oreier
Dz s 08 na 4.4 na 2025 56 na BE0.05 i 3232 na
qiried” Nl (] na Ts 1] BLEFs na 5. 50% 2] i

i Il Bt o Ll i oy B il i ST EEmi

Courseware functional types “IMI" and “Other” break down further into meadia types

Chrdsger ey Chhee B % 5 oiher %=

Aacls Type T.7 s
Slreaming Widea 1R 0.rs
Taxi T S AT
|imags=s J!'.fE LY

Mais (aEe wEsumpbane)
Cowssware funcionsl pe "Faped iz sssumed 0 everiuaky be comsmried S0 Tes
CoirersAre furclonsl Fps "Yiden Taps® iz agssmed o he conveded fn Sreaming viden
Courerwaie funcl onasl Bps " OFar rcludes nlensl-bassd coorarswrs

2. All courseware media types are then summed to provide expected percentages of media types

[eenyiniad by cladanom fbura of st ctan)

Typo

% By Medis Type = bosic + 1K1 = Dithaer Tadal
Streaming Yideo .00 BB 0.7 BT
Tax 7. I A St ST £F. Tt
Imagss i T T L55% .
ubilalal B0 17%
WTT 19.69% o 0% 19 65%
1100 0%

3. Assumptions and Factors
a. Courseware functicnal type “Faper” is assumed to eventually be converted to Text
b. Coursgwars functional types "Vides Tape” i agsumed 1o be converted to Streaming Video
& WTT I8 congidensd Saparataly
d. Bandwidth attributakle to Text 1= not affected by courseswware pre-positioning
e. Collaboration is not networked over the WAN in Phase i
f. Fimulation ig not networked over the WAN in Phase |l
g. Other Faciors

The mumber of seats per classroom is; 17
The number of WTT or collaboration

streams per clagsroom e 1
Expacted useage is: %

Eaged o
Streaming Video Bandwidth is: Mhbpa 1.50 the MFEG1 standard
Text Bandwidth is: Khps 3 dowmload of a texd onby lessornm 100 sec ™
* G pabbe 34 of Reference (), an saarage et orby Bsson is sped 58 BR5KioEes (B85 EAEbL 100 ==c) = 55 8KKbps

Images Wideo Bandwidtn is: HKhps i coemiaad of & 100 EBye PEG imags 0 1 26c
WTT Bandwidth is: Khpa B the H 320 WTC standard
The percentage of coursewars downloaded is: 100% preposboring facior = i
Dwernead is; '

4. The media types are then weighted by bandwidth, and ather factors are included

Fdada Band Wighied % Klips KMhips
width (Kibps]  of Medis e seat  per classnam
Harmaming Yiden 1500 £ I1T% TFEA s 1= FRIIEY
Imagnx = 1 T % 143 217 = 1041
Twuut 6 ST 3 17T = .55
Drenihnad - nages & Video TE4 WA x17T= [ITHTF
Handweidth | suat = 30 12% 339
Sauls F ClaEsnoom = 17.00
s Taaiar = PO0%:
Frospogationing Faoioe = 0L
Bandwidth/classroom = 5167 Mbps
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Appendix E
Courseware Media Content Percentage

The functional proponent provided the following expected percentages of media content, and
the lengths of the resident and distance learning portions of the courses being devel oped for
distance learning during FY 1998. Weighted percentages of media, and other data was
calculated from this information and is shown in the spreadsheet below:

FY 98 Courses by Media Content Percentage

Tra inllcwing data was dewed fram MOA Courssware

A urmghion Hestfk = 40
SCHHL Hrs Hrs Hrs Iirs Iirs
Couwrea (im silm DL Totsd Texd  %Tout Y OREW. M SRIM OWTT ST OseerSOther %Tmal
MEDCOE
M EMR [ 4 0 M 206 i 1= 315 B4SE 406 1] 0 1000
S BINIT) B 5 0 2 126 31 5 Ma 458 Tiz 366 1] 0 100
1 Bl 2 5 T Ll 10 il ] 1 k1] 1] 45 1] 0 100
M cimdD . 5 T 0 0 0 a 1w a0 =1 a0 A 0 100
FA fese note 1)
13FIIR k| T B 5 1.2 1 A0 G 34 i B0 n] 1} 100
F-B-c33130a 17 ] = 2 - 4 1 1k 5] & HsE 43 u] 1} 100
AFHSWNTC
THB40 0 4 14 o O a a 912 T £ o] BE ) 100
THC40 10 4 14 i [ a a 912 T £ X BE A 100
- a2 ] 1 E| 14 i [ a d L4 45 A4 Fr e e 10
PAEAD 11 1 14 i} i 0 i By 85 i ] i n X 100
S5
FIL10A § & 11 0 0 0 0 M0 L] ] 1] i 0 100
71LF5 B k| =] 8.2 Bl 0 0 136 u 1] 1] 1] 0 100
FACHOR 7 7 14 0 0 0 1] 1] 100 1] 1] 1] 0 100
EM
E1EMR [ 1 T 4.4 3 [} A I ] ] 110 25 u] 0 100
MP
S5ACTa0 5 1 5] 0 0 0 a [u] a0 1] 1] u] 0 100
N
S3CHIR 2 1 13 132 10 i [1] 0 E u] o =0 0 0 100
AR
2-N17-023 13 5 12 40 20 i| a a0 - u} o a ] 1} 100
LSS R,
BSNLO 1] ) 2 16 2 a i =] A Hd4 L=l 24 A 110
KM
SRR 4 1 4] i} I 0 i] L F) 1] 1] X 0 I 100
CASCOM
== ] 1 2 3 0 0 0 i] G 1] L] 1] 1] 1] 0 100
== L] i 2 3 0 0 0 i] a0 100 0 1] u] I 100
SEMI0R B 1 5] 0 0 0 i] 1] L] 1] 1] 1] 0 100
BEEHIDR B 1 T 0 0 0 ] al L] 1] 1] u] 0 100
B3AEIOR 3 2 & 0 0 0 i a0 ino 1] 1] 1] 0 100
BIAEE] 3 i T 0 0 0 a 180 o 1] 1] u] 0 100
STEMIR 3 1 i 0 0 0 a i im0 1] 1] u] 0 100
SS5EEN 3 L] 12 0 e i} a 400 i o u] ] 1} 100
AVLDG
&BITIOR B 1 =] 2 g 2 5 B 15 44 11 F=11 =2 100
s
= 3 1 i o [ a 1 Mb 12 Ju] L 4 [=2:) 100
el 3 1 4 ] L a a 4 e 1] u o rl 1L
IN
11 CKWFED 3 3 5 432 4 0 0 ¥B ] 1] 0 i) 0 100
1530 3 2 & 7.2 9 0 0 728 m 1] 1] 1] 0 100
11040 2 2 i o 3 0 ] 55 ] 1] 1] u] 0 100
ISL0E Y% 444 100 EISE BIGXS GE2OE 10O 3432 T7I% 4441
Hex % Hex % Hrs % Him % His % & Tulal
Coursswars Aesidont DL Torsd Taxl (7] WVidewtaps &) (] 2] WIT ke
Bl% A% Padcantagn 7 77% 1100 B3 B 10 L 1000 00%
BN 066 A&d1 2 Hizuin Jé5 1 44 4 2 EIS B B3N W37
Moiss

(1] Pagar hacied instroc ion ‘s assumed o esanualy be dglized 1o teet basad P for prassn alon
2] idestape basad eluctan was asauerad 1o ba esamually comweted o streaming viden Based B for praseniation
() "hiar” includes Ineml-basad Coumswaes
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